
Energy dissipation statistics in the random fuse model

Clara B. Picallo1,2,* and Juan M. López1,†

1Instituto de Física de Cantabria (IFCA), CSIC-UC, E-39005 Santander, Spain
2Departamento de Física Moderna, Universidad de Cantabria, Avenida Los Castros, E-39005 Santander, Spain

�Received 23 October 2007; revised manuscript received 19 February 2008; published 21 April 2008�

We study the statistics of the dissipated energy in the two-dimensional random fuse model for fracture under
different imposed strain conditions. By means of extensive numerical simulations we compare different ways
to compute the dissipated energy. In the case of an infinitely slow driving rate �quasistatic model�, we find that
the probability distribution of the released energy shows two different scaling regions separated by a sharp
energy crossover. At low energies, the probability of having an event of energy E decays as �E−1/2, which is
robust and independent of the energy quantifier used �or lattice type�. At high energies, fluctuations dominate
the energy distribution, leading to a crossover to a different scaling regime, �E−2.75, whenever the released
energy is computed over the whole system. On the contrary, strong finite-size effects are observed if we
consider only the energy dissipated at microfractures. In a different numerical experiment, the quasistatic
dynamics condition is relaxed, so that the system is driven at finite strain load rates, and we find that the energy
distribution decays as P�E��E−1 for all the energy range.
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I. INTRODUCTION

Acoustic emission �AE� in fracture is an example of a
broader phenomenon known as “crackling noise” �1�. A sys-
tem crackles in response to an external stimulus, leading to
energy dissipation in the form of avalanches of events with
no characteristic size. Examples can be found in volcanic
rocks �2�, crumpling paper �3�, superconductors �4�, disor-
dered magnets �5�, or plastic deformation of materials �6�.
The release of acoustic energy in fracture experiments is re-
lated to irreversible processes, like creation of microcracks
and deformation.

AE experiments in stressed materials typically give a
power-law distribution of the dissipated energy, P�E��E−�,
as the system is slowly driven toward catastrophic failure.
This can be seen as a small-scale analog of the Gutenberg-
Richter law for earthquakes. The exponent � is found to
depend on the material, and in the literature one can find �
�1.3 in synthetic plaster �7�, ��1.25 in paper �8�, ��2.0
in fiberglass and ��1.51 in wood �9–11�, ��1.5 in cellular
glass �12�, and ��1.8 in paper peeling experiments �13�.
This spread of values indicates that the exponent is not uni-
versal and it may depend on the material characteristics as
well as on the loading conditions.

In simple discrete models the scale-free response is asso-
ciated with a cascade of local failures. As the external load is
slowly increased, weak elements fail to hold the imposed
local stress and break. Some internal load redistribution
mechanism, whose details depend on the particular model,
increases the local stress on the remaining elements and may
cause further simultaneous local failures. As a result, the ma-
terial may respond in avalanches of failure events whose size
distribution is often very broad.

For obvious reasons AE is a very useful nondestructive
tool that, if properly understood, may give crucial informa-

tion about the damage accumulated in loaded materials. In-
deed, mean-field calculations and simulations in some sim-
plified models indicate that the energy statistics follows a
power law with an exponent that changes as the catastrophic
failure point is reached �14,15�. Events recorded near global
failure show a power-law decay with an exponent distinctly
smaller than those events recorded far away from the break-
down point. Interestingly, recent experiments on granite un-
der different loading conditions have shown a qualitative
agreement with this theoretical observation �16�. Should this
be a robust and universal property it could be potentially
used as a tool to easily diagnose the damage in loaded ma-
terials.

Scaling in fracture is apparently very generic and can also
be observed in other quantities �see, for instance, Ref. �17�
for a recent review�. The distribution of quiet times between
AE events also obeys a power-law analog of the Omori law
for earthquake occurrence �8,10–12,16,18,19�. Scale-
invariant behavior is also observed in the height-height cor-
relations of fracture surfaces �17�. The existence of scaling
laws in experiments suggests an interpretation in terms of
critical behavior as the global failure point is approached.
However, results are not conclusive and a straightforward
link between experiments and models is still lacking.

From a theoretical point of view, fracture physics is a
challenging open problem. Materials are heterogeneous and
disorder details may play a crucial role. However, the exis-
tence of power-law behavior makes it appealing to try to
describe fracture with very simplified models that include the
most relevant symmetries, dimensionality, disorder features,
and loading conditions.

There has been a great effort devoted to describing frac-
ture crack surfaces in a simple way by means of stochastic
field equations for the dynamics of an advancing front,
where the crack is modeled as an elastic string driven
through a disordered medium in the presence of nonlocal
interactions �20–24�. However, continuous crack line models
have failed to fully agree with experiments, seemingly be-
cause certain important aspects of fracture, like nucleation of
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voids in the advancing front, are not addressed in these con-
tinuum approaches. In this respect, lattice models are ex-
pected to be more appropriate. Lattice models describe the
elastic solid as a network of springs with random failure
thresholds where the displacement field can be either scalar
or vector. In particular, the random fuse model �RFM� �25�
has attracted a lot of attention as a minimal model for frac-
ture since it is capable of reproducing some essential features
of the fracture phenomenon in a very simple setting. The
RFM represents a scalar electrical analog of the elasticity
problem. This correspondence is based on the formal equiva-
lence between the mathematical form of the generalized
Hooke’s law for the scalar elastic problem, �i=� jgij� j, and
the equations for the electrical problem, �i=� jkijv j, where
the stress ���, local elastic modulus �g�, and strain ��� can be
mapped to the current density ���, local conductance �k�, and
local potential drop �v�, respectively. This model goes one
step further than mean-field models, like the fiber bundle
model, by including local distribution of stress between the
nodes, while preserving the simplicity in the introduction of
disorder as a distribution of thresholds in the system. Much
attention has been devoted to the RFM in the last two de-
cades, including studies concerning the influence of disorder
�26,27�, presence of multiscaling behavior in voltage and
current �28�, roughness exponents �26,29–32�, damage local-
ization �33�, and failure avalanche distributions
�15,30,34–38�. Interestingly, an experimental realization of
the RFM has recently been studied �39� to investigate the
influence of disorder on the I-V characteristic and crack
length.

The dynamics of the RFM takes place in the form of
avalanches of failure events. Therefore, it is tempting to link
avalanche activity to the AE observed in experiments. Sev-
eral studies have focused on the statistics of avalanches of
failure events in the fuse model �15,34–36� and improved
simulation algorithms have recently allowed to study larger
systems with much better statistics �30,37,38�. However, nu-
merical determinations of the energy exponent � under dif-
ferent loading rates or on different lattices are scarce.

Lattice models typically predict larger energy exponents �
than those obtained in experiments. A number of reasons
might be responsible for this discrepancy, including the
brittle nature of the models, the existence of dispersion of
acoustic waves in experiments, or the lack of an effective
time scale separation between stress relaxation and loading
in real systems, which is assumed in quasistatic models.

Here we study the statistics of the dissipated energy in the
RFM under different imposed strain conditions. We compare
seemingly equivalent definitions of the dissipated energy. For
an infinitely slow driving rate �quasistatic model� we find
that the probability distribution function �PDF� of the re-
leased energy shows two different scaling regions. For low
energies, the dissipated energy distribution is robust and in-
dependent of the lattice geometry. We find P�E��E−1/2 and
a simple scaling argument is given to explain this behavior.
However, at high energies the distribution exhibits a cross-
over to a regime where P�E��E−2.75, whenever the energy
losses are evaluated over the whole volume of the system.
We also study a different estimator of the dissipated energy
that takes into account the energy losses occurring only at

microfractures. This microscopic estimator exhibits strong
finite-size effects and fails to show critical behavior. In a
different setting, when the system is driven at finite strain
load rates, we find that the energy distribution decays as
P�E��E−1 for all the energy range.

The paper is organized as follows: In Sec. II we define the
model; in Sec. III we discuss the dissipated energy and ways
to measure it and we report on our results for quasistatic and
nonquasistatic dynamics in the fuse model. Finally, we con-
clude with a discussion in Sec. IV.

II. THE RANDOM FUSE MODEL

We study a two-dimensional lattice of fuses with unit con-
ductivity kj =1 and a disordered threshold current � j

th that is a
quenched random variable from a uniform probability distri-
bution in the interval �0,1�. An external voltage is imposed
between two bus bars placed at the top and the bottom of the
system, and periodic boundary conditions are imposed in the
horizontal direction. The system can be driven by a slowly
increasing voltage or current, mimicking the experimental
situation where either strain or stress load can be imposed,
respectively. At each update, the Kirchhoff voltage equations
are solved to determine the currents flowing in the lattice. All
fuses with current exceeding the corresponding local thresh-
old are blown and, once the entire system is below threshold,
the voltage �current� is again increased. An avalanche of fail-
ure consists of all the fuses blown between two external volt-
age �current� increments. Each fuse behaves linearly until the
local current � j reaches the threshold. Then, the fuse burns
and irreversibly becomes insulating kj =0, so that burnt fuses
are no longer able to carry any current. The current is redis-
tributed instantaneously after a fuse is burnt so that current
relaxation occurs in time scale that is much faster than the
driving time scale. In our simulations, voltage driving is im-
posed. The described configuration should be compared with
experimental setups in mode-I fracture where the strain is
slowly increased. An experimental comparison of the AE and
critical behavior of fracture precursors for different load fea-
tures �strain vs stress loading� and geometries has been re-
ported in Ref. �10�. Although imposed strain experiments
indicate an induced plastic deformation in the final stages, no
differences were encountered in AE distribution between the
two different loading conditions.

The need to solve a large system of linear equations for
each update implies a high computational cost and limited
the reachable system size and the statistical sampling in this
model in the past, when the best performance was achieved
by conjugate gradient methods �40�. Recently, a new algo-
rithm based on a rank-1 downdating of sparse Cholesky fac-
torizations has been introduced �41,42�, which can greatly
reduce the computational cost of the simulations. Here we
make use of this algorithm to study two-dimensional net-
works of fuses in triangular and diamond lattices. We studied
systems of linear size ranging from L=16 to 256 and 104

realizations of the disorder.

III. DISSIPATED ENERGY

In stressed materials, elastic energy is stored due to redis-
tribution of the external load all across the lattice. Energy
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dissipation in the RFM occurs in bursts of breaking events
which can be compared with the AE observed in experi-
ments. In doing so, one is assuming that the main contribu-
tion to AE is given by the dissipated elastic energy, while
dislocations and friction are, in a slowly driven experiment,
secondary contributions to AE. Also, it is worth keeping in
mind that in real systems one expects that only a fraction of
this dissipated energy leads to the AE observed, while the
remaining losses are due to other dissipative mechanisms
like dispersion or damping of acoustic waves, which are not
described by purely elastic models like the RFM. Several
ways to define the dissipated energy can be envisaged, as we
discuss below.

Pradhan et al. �15� found that �=2.7 for the RFM on
diamond lattices under stress loading conditions. They calcu-
lated the electric power dissipation in the fuse model as the
product of the voltage drop across the network and the total
current that flows through it. The power dissipation in the
electrical model is equivalent to the stored elastic energy in a
mechanical system. This is a global definition that assumes
that the whole volume of the system contributes to the dis-
sipated energy.

Alternatively, following Salminen et al. �8�, we can define
the energy lost during a given avalanche event n as

En � Vn
2�Gn � Vn

2sn, �1�

where �Gn is the change in the elastic modulus due to the
failure avalanche, sn is the number of broken bonds �ava-
lanche size� of the nth event, and Vn is the corresponding
potential drop between the bus bars �strain imposed in the
sample�. This definition makes use of the global strain im-
posed on the system and can be seen as a coarse-grained or
macroscopic measure of the dissipated energy.

Note that the definitions of both Pradhan et al. �15� and
Salminen et al. �8� of the dissipated energy take into account
the whole volume of the system. However, there is strong
experimental evidence indicating that AE is actually a local-
ized phenomenon in space and time so that energy release
actually occurs at microfractures �9,10�, and it is not there-
fore spread across the system. This suggests that one should
consider other ways to define the dissipated energy in the
model; in particular, it may be interesting to study measures
of released energy that are directly linked to the bonds in-
volved in avalanches of local breaking events.

In this spirit, we introduce here what we call microscopic
dissipated energy, which is defined as the sum of the energy
losses at every element of the system involved in the nth
failure avalanche. This can be calculated by adding up the
energy dissipated by each individual broken bond, � j =kjv j

2,
where v j is the local potential drop at bond j. Since fuses
break right at the threshold, we can define the microscopic
dissipated energy due to the nth failure avalanche as

En = �
j

sn

�� j
th�2, �2�

where the sum runs over each broken bond within the nth
avalanche.

We devote the rest of the paper to analyzing the dissipated
energy statistics in the fuse model for the case of infinitesi-
mal strain �quasistatic model� and also under different finite
strain rates �nonquasistatic model�. We shall be comparing
the numerical results for the different measures of the dissi-
pated energy discussed above for triangular and diamond lat-
tices. One would expect that the three definitions give similar
temporal behavior for the dissipated energy statistics, apart
from constant factors. Although this is actually the case in
the low-energy range, dissipation statistics differs at high en-
ergies for different estimators.

A. Quasistatic case: Infinitesimal strain rate

Let us first focus on infinitesimal driving. For the sake of
computational convenience, a voltage V=1 is fixed between
the two bus bars. The next fuse to burn is determined by
maxj�� j /� j

th� so the external voltage is increased until this
fuse exactly reaches its threshold. The new current configu-
ration is calculated according to Kirchhoff equations. This
rearrangement can cause other fuses to overpass their thresh-
olds without further voltage increase. All the fuses burnt at
the same external voltage constitute an avalanche. This pro-
cess is repeated until the network becomes disconnected.

Quasistatic dynamics results in two very well-separated
time scales, i.e. a fast relaxation process and a slow external
driving. As occurs in other systems exhibiting a well-defined
time scale separation �as for instance in self-organized criti-
cality�, the natural time scale is given by the slow time scale.
Therefore, in the following, time refers to the number of
avalanches that have occurred. In Fig. 1 we show a typical
realization of the temporal evolution for the dissipated en-
ergy according to Eq. �2� for different system sizes. One can
see that for each realization the released energy grows in
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FIG. 1. �Color online� Temporal evolution of microscopic en-
ergy until breakdown for a typical realization of the disorder on
diamond lattices ranging from L=16 �top curve� to 512 �bottom
curve�. A first region with slope �=2 is followed by a second region
dominated by fluctuations.
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time as a power law, E�t�� t2. At later times, fluctuations
around the trend increase �the larger, the bigger the system
size� as the system approaches the total breakdown point.
This dynamic behavior is very robust and independent of the
system size or lattice type.

We also found identical temporal behavior for the macro-
scopic dissipated energy, Eq. �1�, and for the dissipated elec-
tric energy used by Pradham et al. for both diamond and
triangular lattices. In Fig. 2 we compare the temporal evolu-
tion of the average dissipated energy on the diamond lattice
according to the three definitions. Notably, this behavior is
also in agreement with that reported in Ref. �43� for a very
different dynamical spring model that included acoustic
waves. The origin of the robust t2 growth law is perhaps
more transparent in Eq. �1�, where the driving potential is
increasing linearly with time �as we are imposing a quasi-
static dynamics�.

The temporal power-law trend gives significant informa-
tion about the functional form of the dissipated energy sta-
tistics in the RFM. The probability density function of the
dissipated energy at time 	 in a system of lateral size L is
given by P	�E ,L�= �1 /	��0

	dt 
�E�t ,L�−E�, where 
�u� is
the Dirac delta distribution. This corresponds to the energy
distribution to be observed after the first 	 avalanche events.
Note that the probability distribution P	�E ,L� is expected to
be nonstationary, so it should depend explicitly on the obser-
vation time 	. Let us now consider that the dissipated energy
grows in time as a power-law with some exponent, E�t ,L�
�L−�t�+��t�, where � captures the scaling with system size
observed in Fig. 1 and ��t� is a noise term representing the
random fluctuations around the trend. The details of the noise
term ��t� are not known, but one can argue that they may
depend nontrivially on the interplay between the evolving
currents and the disordered thresholds. Actually, as can be

readily seen in Fig. 1, fluctuations are strongly asymmetric
around the average, which immediately implies a non-
Gaussian distribution of �, possibly including nontrivial cor-
relations. Despite these difficulties one can perform the inte-
gral in certain limit, up to certain energy cutoff E� below
which fluctuations of the energy are negligible. We have

P	�E,L� = 	−1	
0

	

dt 
�L−�t� + ��t� − E�

= 	−1L�/�E−1+1/�	
0

	/�L�E�1/�

ds

�
�s� + ��L�/�E1/�s�/E − 1� , �3�

and thus, keeping only the lowest-order term, we arrive at

P	�E,L� � 	−1L�/�E−1+1/� �4�

for 	 / �L�E�1/�
1. This immediately leads to the existence
of a characteristic energy scale E��L−�	� above which en-
ergy fluctuations dominate the statistics. It is clear that the
details of the noise statistics �including the distribution and
temporal correlations� would be required to obtain the spe-
cific mathematical form of the dissipated energy distribution
above the characteristic energy E�. For the RFM we have an
algebraic growth with exponent ��2 �see Fig. 1�, so we
expect to have an energy distribution decaying as �E−1/2 for
energies E�E�.

We are interested here in the distribution statistics after
complete breakdown is attained. The characteristic time to
total failure is expected to scale with system size as Tbreak
�Lz, where z is the dynamic exponent. From Eq. �4� the
energy statistics after failure, P�E ,L�
P	=Tbreak

�E ,L�, reads

P�E,L� � L−z+�/�E−1+1/�, �5�

for energies below a crossover energy E��L�z−�.
Figure 3 shows the probability distribution P�E ,L� with

statistics collected up to total failure for the global dissipated
energy introduced above. Two regions can be readily distin-
guished. The low-energy statistics is in excellent agreement
with a power-law decay �E−1/2 over several decades in en-
ergy. Similar behavior is observed in Fig. 4 for the macro-
scopic energy measure defined in Eq. �1�.

The dependence on system size of the numerical data ob-
served in Figs. 3 and 4 can be better characterized by means
of a finite-size scaling analysis. The behavior of the energy
distribution suggests the scaling ansatz

P�E,L� � E−�bL−�G�E/E�� , �6�

where the scaling function G�u��const for u�1 and be-
comes G�u��u�b−�a for u
1. �a and �b are the scaling ex-
ponents of the distribution above and below the crossover,
respectively. The crossover energy scales with system size as
E��LD with some critical exponent D.

We can now make use of the theoretical relation we de-
rived in Eq. �5� to prove that the two scaling exponents � and
D are not independent. Comparing Eqs. �6� and �5� one finds
that the following scaling relations must be satisfied:

D = �z − � ,
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FIG. 2. �Color online� Temporal evolution of energy dissipation
averaged over 104 realizations in an L=128 diamond lattice. All
three energies, global, macroscopic, and microscopic, exhibit the
same t2 trend. The three curves have been rescaled by its maximum
for clarity.
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� = z − �/� ,

�b = 1 − 1/� , �7�

which immediately imply that D=��. Also, according to our
estimate �=2 from Fig. 1 we should have �b=1 /2. This

reduces the number of free exponents needed to achieve a
good data collapse.1

The insets of Figs. 3 and 4 show a data collapse according
to Eq. �6� with exponents �=0.75�4�, D=1.55�5� and �
=0.75�4�, D=1.50�5�, respectively, and the energy exponent
below the crossover �b=1 /2. The fit of the scaling function
for u
1 corresponds to the difference �b−�a=−2.25�2�,
and implies that the scaling exponent of the energy distribu-
tion above the crossover is �a=2.75�2�, identical within error
bars for both energy measures. This exponent is to be com-
pared with the one calculated by Pradham et al. for the elec-
tric power dissipation in the high-energy region for the dia-
mond lattice in Ref. �15�, where they report �=2.7 over two
decades of energy. The macroscopic energy defined in Eq.
�1� exhibits not only the same behavior but the same expo-
nents in the two regions, indicating that both definitions are
completely equivalent. However, as we show below this is
not the case for the microscopic energy statistics.

Figure 5 shows the behavior of the microscopic energy
defined in Eq. �2�. Recall that this measure is intended to
collect only those contributions to the released energy com-
ing from sites participating in the failure avalanche. We find
that in the low-energy region the distribution also decays as
P�E ,L��E−1/2. However, in this case we observe that the
probability does not seem to depend significantly on system
size, ��0. Correspondingly, D=���0 and the crossover
energy E� does not vary with system size. The lack of sys-

1We can also determine the dynamic exponent z=1.75�3� by
counting the average number of avalanches taking place before total
failure in a system of lateral size L, which should scale as Tbreak

�Lz. It is interesting to note that the specific value of z is not
required to produce the data collapse in Eq. �6�.
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FIG. 3. �Color online� Probability distribution of the global dis-
sipated energy for different system sizes. The low-energy region
decays as a power law with exponent �=1 /2 and shows a crossover
at E�. The inset shows data collapse according to Eq. �6�. The
values of � and D are in good agreement with the expected relation
D=��. Logarithmic binning has been employed.
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FIG. 5. �Color online� Probability distribution of microscopic
dissipated energy, Eq. �2�, for different system sizes. The inset
shows a zoom of the high-energy region which decays with an
exponent around �=2.5 over two decades for the largest system.
Data show strong finite-size effects and do not obey good scaling
behavior.
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tem size dependence of the microscopic energy may be re-
lated to the fact that the macroscopic and global estimators
are sensible to the whole volume of the system, while the
microscopic energy is not. The inset of Fig. 5 shows a zoom
of the high-energy region, where strong finite-size effects are
demonstrated by the variation of the exponent �a with sys-
tem size. Data in Fig. 5 obviously fail to exhibit finite-size
scaling.

It is worth stressing here that the PDF for all three energy
definitions exhibits identical scaling behavior at low ener-
gies, �E−1/2, and is robust to changes in system size and
lattice type. This universality arises from the t2 growth law
of the dissipated energy, which is a feature shared by all
three definitions for any system size and lattice geometry.
However, the lack of scaling behavior with system size of the
microscopic energy has a direct impact on the high-energy
regime of its probability distribution.

B. Nonstationarity and signatures of imminent failure

The temporal series of the dissipated energy in the fuse
model are highly nonstationary, as can be easily noticed in
Fig. 1, and so the probability density P	�E ,L� depends ex-
plicitly on the observation time 	. This has been claimed to
be useful to signal the onset of catastrophic failure �14,15�,
with evident practical applications for diagnosing damage in
loaded materials.

In �15� the power dissipation avalanche distribution for
the entire breakdown process was compared with that ob-
tained only in a very narrow window around breakdown. In
order to do this, those authors first computed the average
over disorder samples of the number of fuses �Nbreak� blown
before catastrophic failure and, for every realization, col-
lected statistics from events after almost �Nbreak� fuses have
blown. A possible drawback of that procedure is that, since
the time required to reach total failure varies greatly among
different disorder samples, one is mixing realizations that are
very close to complete failure with others that are, say, half-
way into it, which obey a different statistics.

Our procedure to obtain the statistics differs significantly
from that used in Refs. �14,15� and has the advantage that it
is not affected by this undesired effect. Moreover, in contrast
to �14,15� we want to compare here the distribution of re-
leased energy until breakdown with that obtained when the
system is at the very beginning of its evolution and how it
changes as we approach failure. We proceed as follows. For
each disorder realization we let the system evolve up to total
breakdown, which gives the corresponding Tbreak for that par-
ticular disorder realization. We then compare the collected
statistics with that observed for that particular disorder real-
ization up to two intermediate times 	=Tbreak /8 and Tbreak /2,
that is, with the probability density when only the first one-
eighth and one-half of the failure avalanches are counted,
respectively, so that we collect statistics from realizations at
the same evolution stage.

For each observation time, the probability density
P	�E ,L� decays as �E−1/2 until the crossover energy
E��	 ,L�. In Fig. 6 we plot the behavior of the distribution
for the macroscopic energy, Eq. �1�, for different system

sizes and different observation times, rescaled according to
Eq. �6�. It can be observed that, while the crossover shifts to
larger energy values as we approach complete breakdown,
the scaling exponent in the second region is conserved as we
increase the observation time. However, an abrupt change of
exponent is observed only at the breakdown time Tbreak. This
effect is perhaps better visualized in the inset of Fig. 6 where
we plot the distribution data �unscaled� for the largest system
L=256 and different observation times. Despite that we used
a different measure of the dissipated energy and a different
way to collect events these results are in agreement with the
crossover picture between the two limiting behaviors re-
ported in Refs. �14,15�. This indicates that nonstationary ef-
fects of the dissipated energy’s temporal signal may actually
be useful to characterize damage in stressed materials.

C. Finite driving rate

The lack of time scale separation in real experiments has
been suggested �17� as a possible reason for the discrepancy
with the typical exponents found in numerical simulations of
quasistatic models. In order to investigate this point we have
studied the RFM under finite driving rates, so that the model
evolution is no longer quasistatic. We have analyzed both
stress and strain loading conditions and our results were not
affected by the loading mode we used. For the sake of brev-
ity here we only report on our results for the latter.

Strain is applied on the system by imposing a small po-
tential drop between the bus bars in such a way that all the
fuses are initially below threshold. The voltage is then in-
creased at a fixed rate dV /V letting all the fuses over thresh-
old burn, instead of the slow driving setup studied above. As
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FIG. 6. �Color online� Macroscopic energy distribution for dif-
ferent final observation times. The same exponents collapse the dis-
tribution independently of the observation time but the slope of the
high-energy tail is shifted to larger values when one measures fur-
ther away from the breakdown instant. The inset shows the energy
distribution for more intermediate observation times for L=256. It
can be clearly observed the slope change at breakdown.
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before, an avalanche is defined as all the fuses burnt between
two consecutive voltage increments. In this setup, we can
still observe an effective time scale separation at the early
stages of the evolution, while potential increments are small.

Figure 7 summarizes our numerical results for the time
evolution of the microscopic dissipated energy, Eq. �2�, at
different strain rates in diamond lattices of linear size L
=128. We observe that a power-law trend E� t� is satisfied
with a larger exponent � as the strain rate increases. If the
strain rate is large enough �about dV /V=0.01%� the evolu-
tion is no longer described by a power law, but becomes
exponential in time. The same behavior is observed if either
the macroscopic or global energy is used.

According to our simple calculation in Eq. �4�, we expect
that, in the limit of exponential growth, �
1, the PDF of the
dissipated energy becomes P	�E��E−1 for E�E�. We ob-
serve that the crossover energy E� diverges as the strain rate
is increased. In Fig. 7 one can clearly see that when we
increase the strain rate the energy fluctuations become much
smaller. In fact, fluctuations are negligible for the whole tem-
poral �energy� range for large enough driving rates, when the
exponential growth sets in �see Fig. 7�. This means that the
falloff tail of the distribution corresponding to energies E

E� is completely washed out in the case of large enough
strain rates. Therefore we expect the dissipated energy prob-
ability to be

P�E� � E−1 �8�

if we let the system evolve up to complete breakdown, 	
=Tbreak, as well as for any other intermediate times.

In Fig. 8 we show the PDF of the macroscopic dissipated
energy under a strain loading rate dV /V=0.1% measured for
all events up to total failure in the diamond lattice for differ-
ent system sizes. Identical results are obtained for the global
energy estimator �not shown�. Our numerical results are in
excellent agreement with the prediction for finite loading
rates in Eq. �8�. The probability distribution for the micro-
scopic energy also scales as E−1 for the whole range of en-
ergies in the case of finite driving �not shown�, but the cross-
over energy shows no dependence with system size, in
agreement with our above discussed results D�0.

The conclusion is that the lack of time scale separation
leads to a significant change in the distribution of the dissi-
pated energy in the fuse model, as it should be expected.
From a physical point of view there are strong differences in
the system dynamics in the case of infinitesimal driving as
compared with finite driving. If the system is driven at finite
rates, relaxation to one of the infinitely many metastable con-
figurations is not reached before a new perturbation acts on
the system. This gives rise to a highly nonlinear superposi-
tion of cascades of released energy instead of individual
well-defined avalanche events. A finite driving rate generi-
cally leads to a growth of the dissipated energy at a much
faster rate than the usual quasistatic dynamics, possibly ex-
ponential for any finite driving rate in large enough systems.
In turn, this fast growth takes the crossover energy E� to
exponentially large values. The result is that the range of
energies in which the PDF of the dissipated energy is de-
scribed by Eq. �8� becomes very large, actually covering the
whole range of energies.

IV. DISCUSSION

We have studied the RFM for fracture under strain load-
ing conditions. We have focused on the dissipated energy in
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FIG. 7. �Color online� Temporal evolution of microscopic en-
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see that, for large enough driving, the energy grows exponentially
in time. Note the linear-log scale in the latter.
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order to test the validity of the model to account for the AE
statistics observed in real experiments in loaded materials.
Different ways to define the released energy have been dis-
cussed, including a microscopic quantity that takes into ac-
count just the energy losses at each broken bond during an
avalanche.

Our results indicate that, for quasistatic dynamics, the dis-
sipated energy statistics exhibits two very different regions
depending on the energy scale one is looking at. These two
scaling regions are separated by a typical energy E�

�L�z−� and obey finite-size critical behavior. The low-
energy region, for E�E�, is well described by a power-law
decay P�E��E−1/2, which is robust and independent of lat-
tice geometry. We gave a simple scaling argument showing
that this robustness is linked to the generic t2 growth law of
the dissipated energy; a feature shared by all the energy es-
timators we studied on any system size and lattice type, and
that it is directly linked to the quasistatic nature of the model.
The statistics above the typical energy E�E� crosses over
to P�E��E−2.75 and ranges several decades in energy.

Apart from scaling factors, the three energy definitions
used here were expected to show similar statistics. However,
while the behavior of macroscopic and global energies can
be captured by the same scaling exponents and the high-
energy region exponent is well defined, this is not the case
for the microscopic energy, which, although it obeys the
same scaling form, shows no system size dependence and a
different �size-dependent� exponent for the high-energy re-
gion is obtained. Regarding the microscopic energy we in-
troduced here, one must admit that scaling in the high-energy
region is not satisfying in general terms. Not only does the

numerical value of the exponent depend on the lattice size
and fail to exhibit finite-size scaling, but also the scaling
region covers a very narrow energy range. This should be
particularly relevant when comparing with real fracture ex-
periments, which have shown that dissipated energy partici-
pating in AE is not released all across the sample, but, quite
the opposite, localized at microfractures �9,10�.

Finally, we also studied the fuse model at finite driving
rates. It is an often expressed belief that relaxing the quasi-
static condition might lead to � exponents that compare bet-
ter with experiments. We showed that under finite driving the
cutoff energy diverges exponentially, so that the scaling
P�E��E−1 dominates the whole energy range at any given
time for large enough driving rates �possibly for any finite
driving rate in large enough systems�. The conclusion is that
relaxing the quasistatic condition cannot give account of ex-
periments, where � typically ranges between 1.2 and 2.0,
depending on the material.

The evidence we have up to now about the RFM indicates
that it might well be the case that other aspects essential for
a quantitative account of AE energy exponents in real mate-
rials, like plasticity, dislocations, friction, damping of acous-
tic waves, etc., are missing in the admittedly oversimplified
fuse model.
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